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Intrusion detection system is one of the most important devices for the protection of computing systems. The
system is enabled to detect and investigate packets of network traffic. IDS Snort is an open source with free software
that is used to protect your network. Snort detects only confirmed attacks using predefined signatures. In order to
detect new, previously unknown network attacks and reduce false positives, this work has developed advanced rules
for Snort, obtained using the WEKA machine learning tool and the j48 algorithm. In the article, for experimental
research, the CICIDS dataset is used. The main goal of this research is the realization of IDS with embedded machine
learning tool rules. The main stages of research are comparative analysis of different publicly available datasets, data
preparation, application and comparison of 8 different algorithms, extraction of expert rules, implementation of Snort
rules and attacks identification. The proposed system provides effective detection rates.
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Cucrema OOHapyKeHHsI BTOP)KEHUH BbISBIISET (DAKT IPUMEHEHHS Pa3IMYHOTO BPEIOHOCHOrO IIPOrpaMMHOIO
obecrieyeHys, BCEBO3MOXHbBIX aHOMAIBHBIX JIEHCTBUH, HAHOCSIINX YIIEPO LEIOCTHOCTH U 030IaCHOCTH KOMITBIOTEp-
HOI cucteMbl. [1aBHOM 3ajadeil cucTteMbl OOHAPY)KEHHUsI BTOPXKEHHIT SIBISIETCS] KOPPEKTHOE U CBOEBPEMEHHOE OITOBE-
ImeHue 00 atakax Ha HHQOPMALMOHHYIO cucreMy. KiltoueBbIM MOMEHTOM YCIEIIHOrO OOHAPY)KEHHs BTOP)KSHHH SBIIS-
eTcst BEIOOp Habopa IpaBwI isl ieTeKTUpoBaHus yrpo3. C nensio ynydmenus ¢ dexrusHocTr padorsl COB B nanHON
HCCIIEI0BATENBCKOI padoTe IpeutaraeTcsi HCIoIb30BaTh SKCIEPTHBIC NIPaBUiIa, NOJIYyYCHHbIE U3 HHCTPYMEHTA MaIlMH-
HOro 0Oy4eHHMs, YTO TAKXKE JACT BO3MOXHOCTb JIETEKTHPOBATh aTaKH, HE NPe/ICTaBJIeHHbIC B 0a3ax curHaryp. Jls pea-
JIM3aL1U CUCTEeMbl OOHAPY)KEHUs BTOPKEHHH, OCHOBAHHOI HA 3KCIIEPTHBIX IPaBUIIaX, HEOOXOIMM KOPPEKTHbIH HaOop
naHHbIX. CylecTByeT Henblil psi HabopoB NaHHBIX, Takux kak KDD99, ISC2012, ADFA2013 u T.x1., KOTOpBIE UCTIONb-
3yIOTCsl UIsl OLCHKU 3 (EKTUBHOCTH IpeuiaraeMblX METOJI0B OOHAPYXKEHUs U IIPEJIOTBPAILCHUS BTOPKeHUH. boib-
IIMHCTBO HAOOPOB JIAHHBIX COZEPXKAT YCTAPEBLIYIO MH(OPMALMIO, HEJAOCTATOYHO Pa3HOOOpa3HbIil Tpa(uK, OAHOTHII-
HbI€ aTaKH, CWIBHO YpPe3aHHYI MH(POPMALHMIO O MaKeTax, TakKe UMEeT MECTO HeXBaTKa HEKOTOpbIX arpulOyToB. B cra-
ThE IIPOBEAEH CPaBHHUTENbHBIM aHamM3 15-Tm  0OIIENOCTYNHBIX HAOOpPOB JAHHBIX Ul TOANEPXKKH pa3pabor-
ku/tecrupoBanus COB. Tarke onenuBaercst 3p(eKTHBHOCTb IIPUMEHEHUS 8-MU Pa3iIMUHBIX AJIFOPUTMOB MAIIMHHOIO
o0yuenust k Habopy nanHbIX CICIDS. Mepamu oneHku 3p(heKTUBHOCTH PaCCMOTPEHHBIX aJrOPUTMOB BBICTYIIAET Clie-
Jlytolee: TOYHOCTb, IToHoTa, FMepa. TIpemnaraemas cucrema oOHapy)KE€HUs BTOPXKEHUH, OCHOBaHHAs HA cHCTeMe 00-
HapyXeHuH Snort, obecriednBaeT BIcOokHe (CBBIIIE 98 %) mokazareny oOHapy)KEeHHs BTOP)KEHUH.

KroueBbie cioBa: cucrema oOHapyKeHUsl BTOPXKEHHMH, HaOOpbl IaHHbBIX, MamumHHOEe oOydenue, CICIDS,
WEKA, Snort, curaatypsl

Introduction. There are many means of information protection such as firewall, intrusion detection
systems (IDS), antivirus systems etc. Each of them is directed to the defense from specific threat. Intru-
sion detection plays a vital role in the network defense process by aiming security administrators in fore-
warning them about malicious behaviors such as intrusions, attacks, and malware. IDS is a specialized
software and hardware tool designed to detect unauthorized access attempts to system resources [6],
which will not allow an attacker to disrupt the system, steal confidential information, delete or modify
data and so on. IDS can detect attacks that the firewall missed, because firewall restricts certain traffic
to a host or subnet to prevent intrusions and does not monitor intrusions from within the network. IDS
passes traffic, analyzing it and signaling when it detects suspicious activity. Security breach detection is
usually done using heuristic rules and signature analysis of known computer attacks.

According to the approach to detection, IDS are classified as systems based on signature and behav-
ioral analysis. The last of this is based on models of the normal functioning of the information system,
while signature analysis is based on clearly defined tabular values of signatures [10]. IDS based on be-
havioral analysis [3] include: machine learning systems, anomaly-based systems and based on the detec-
tion of violations in the protocol. The approach proposed in this paper based on the expert rules of a ma-
chine learning tool and has the following advantages:

o a small number of false positives (number of incorrectly defined attacks);

¢ increased attack detection speed (quick comparisons with submitted rules);

e low resource costs (high capacity computing are not required);

o the ability to detect unknown attacks (applied machine learning methods will identify modified
attacks).

The basis for the implementation of the proposed method was the SNORT system. IDS «Snort» [7] is
open source software, which allows creating your own system, implement machine learning methods, apply
borrowed code in the firewall and etc. As a rule, Snort is deploying on the router as a network IDS. Snort de-
tects attacks based on rules written in a defined format and syntax. Snort is a multi variant packet investigation
tool which works in multiple modes. The main Snort advantage over analogues is the flexibility and simple of
modifying rules compared to other commercial IDS. The Snort architecture is represented in figure 1.

Snort rules are recorded in one line. They consist of a header and options, as shown in the example be-
low (fig. 2). The rule header contains the rule actions, protocol name, IP addresses and port numbers. Rule
options include rule execution criteria and additional responsive actions; they are used to implement more
stringent traffic filtering. Rule options are optional; more information is provided in [7]. An example of a
simple Snort rule which determines the presence of a SYN flag is shown in figure 2. This Flag, in the header
of the TCP segment, used for synchronization of session numbers of data. SYN flag is used for SYN-flood
attacks (form of DOS attack)
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Figure 1 — Architecture of IDS Snort

Rule Header Rule Options

alert tcp any any -> SMY_NET any |(flags: S; msg: "SYN packet";)

Figure 2 — Example of a Snort rule

The action "alert" is selected on the presented rule, which generates an alert and sends information to
the logging system. According to the rule, an alert will be generated if packets with the presence of SYN
flag (flags: S) are sent to our network (SMY_NET any — IP of our computer and all ports) from any source
(any — all IP, any — all ports), using the TCP transfer protocol (tcp). In the logging system, the message pre-
sented in the rule will be recorded (msg: «SYN packet»).

The purpose of this research is to implement adaptive intrusion detection system based on expert rules
obtained from the optimal dataset using the most suitable machine learning algorithm.

Comparative analysis of data sets for IDS. For testing and evaluating the effectiveness of various
methods used in IDS, a correct dataset with real traffic and modern network attacks is required. A large
number of datasets cannot be distributed in the public domain, because they contain confidential infor-
mation. The other part of the datasets contains a lack of traffic and a variety of attacks. It should also be not-
ed that good datasets should be updated periodically. According to research [1, 2, 11] proposed many ways
to evaluate quality of datasets for IDS. In this paper we use the most modern evaluation system [2]. This
system consists of 11 criteria: «Attack Diversity», «Anonymity», «Available Protocols», «Complete Cap-
ture», «Complete Interaction», «Complete Network Configuration», «Complete Traffic», «Feature Sety,
«Heterogeneity», «Labelling», and «Metadatay are critical for a comprehensive and valid IDS dataset.

Further, the disadvantages of each of the considered datasets are demonstrated:

e DARPA (Lincoln Laboratory 1998-99). DARPA is the first dataset for the evaluation of intrusion
detection system. Within two weeks, about 201 cases of about 56 types of attacks were distributed. This set
does not correspond to the real modern network traffic and contains various errors. Dataset is outdated for
effective evaluation of IDSs;

e KDD’99 (University of California, Irvine 1998-99). KDD’99 is the subset of DARPA dataset.
KDDCup dataset contains about 4,9 million single instances which are described by 41 features. They are
classified as either normal or an intrusion. Also outdated dataset. Contains a large number of unnecessary
records, as well as corrupted data;

e DEFCON (The Shmoo Group 2000, 2002). DEFCON datasets uses port scan and sweeps, bad
packets, administrative privilege, and FTP by telnet protocol attacks. The dataset was generated during an
open information security competition, which leads to a mismatch with real traffic;

e CAIDA (Center of Applied Internet Data Analysis 2002-2016). Contains 3 different datasets:
CAIDA 0C48, CAIDA DDOS and CAIDA Internet 2016. These datasets are very specific for machine
learning and contain anonymous information, which makes them not effective in comparative analysis;

e LBNL (Lawrence Berkeley National Laboratory 2015). Network traffic with full packet headers
recorded on an average site. There is no payload and too much anonymous information;

e CDX (United States Military Academy 2009). This dataset contains network traffic from cyberse-
curity competitions. The set contains Internet traffic, email traffic, DNS lookup and other necessary services.
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Network attack tools such as Nikto, Nessus, and WebScarab were also used. Insufficient traffic diversity
(quite common problem);

e Kyoto (Kyoto University 2009). The Kyoto 2006 dataset was created from November 2006 to Au-
gust 2009. This dataset contains 50 million regular sessions and 43 million attack sessions. It does not coin-
cide with the actual network traffic. The normal data in this dataset contains only DNS and mail traffic.
Thus, the total number of false positives is reduced;

o Twente (University of Twente 2009). This dataset contains three services such as OpenSSH,
Apache web server and Profip using auth/ident on port 113 and captured data from a honeypot network by
Netflow. The dataset contains unmarked traffic. Also contains small amount of total traffic and monotonous
network attacks;

o UMASS (University of Massachusetts 2011). The dataset includes trace files, which are network
packets, and some traces in wireless applications (from Massachusetts, Amherst, 2011) (Nehinbe, 2011).
UMASS was created using one attack scenario; therefore, there is no diverse traffic, which makes it useless
for testing IDS methods;

e [SCX2012 (University of New Brunswick 2012). A set with two profiles: a profile of various at-
tack scenarios, and a profile for generating benign traffic. It includes network traffic for the HTTP,
SMTP, SSH, IMAP, POP3, and FTP protocols with packet payloads. Important modern network proto-
cols are not presented in ISCX;

e HTTPCSIC2010 (Spanish Research National Council 2010). The HTTP dataset CSIC 2010 con-
tains 223 thousands of web requests automatically generated with 18 attributes. HTTP is a narrowly special-
ized data set with a lack of total information, network attacks, and the types of protocols;

e ADFA (University of New SouthWales 2013). This dataset includes normal training and validating
data and 10 attacks per vector (Creech and Hu, 2013). It contains FTP and SSH password brute force, Java
based Meterpreter, Add new Superuser, Linux Meterpreter payload and C100Webshel attacks. ADFA con-
tains mislabeled data and insufficient network attacks.

According to a comparative analysis of this work (as shown in table 1) CICIDS selected for further re-
search, because it meets all criteria of the standard dataset [2].

Table 1 — Results of comparative analysis
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CICIDS dataset analysis. This dataset [8] contains the most common attacks and protocols. First, du-
plicated information is removed from the dataset, such as «Fwd Packet Header». Extra spaces and other
input errors are also removed. Then, using the implemented software, the dataset is reformatted into a format
compatible with the tool WEKA (.arff format). This format has a clear structure that is implemented in the
CICIDS dataset. Presented in a tabular format, the set has 79 different attributes for each package (such as
Destination port, Flow duration, Total fwd packets, Total backward packets and so on [9]). To generate traf-
fic, two networks were emulated, an attacker network and a victim network as shown in figure 3.
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Figure 3 — CICIDS traffic generation architecture
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It is worth noting that the heterogeneity of the set is achieved by capturing the network traffic from the
main switch, and records of all system alerts and memory dumps of victim network computers. The network
topology includes a modem, a firewall, switches, routers, and the presence of different operating systems
such as Windows, Ubuntu and Macintosh. This dataset used software to emulate the real network user’s
behavior. The traffic generation lasted five days, and contains the following data as shown in table 2.

Table 2 — Daily CICIDS dataset traffic

Day Traffic
Monday Benign
Tuesday Benign, BForce: (SFTP and SSH)

Benign, DoS and Hearbleed Attacks:
Slowloris, Slowhttptest, Hulk and GoldenEye
Benign, Web and Infiltration Attacks:

Thursday Web BForce, XSS and Sql-injection
Infiltration Dropbox Download and Cool disk
Benign, DDoS LOIT, Botnet ARES,
Infiltration Attacks: PortScan

Wednesday

Friday

In this table «Benigny is the normal user behavior. «BForce» (Brute Force) is basically a hit and try at-
tack, then the victim succeeds. «DoS» (Denial of Service attacks) — this type of attack creates difficult condi-
tions for user access or a complete denial of service (for example, by creating a large number of requests).
«Hearbleed Attacks» — attacks based on a bug in the OpenSSL cryptographic library, which is a widely used
implementation of the TLS protocol. «Web» attacks on web systems, for example, embedding malicious
code in a web page issued by a web system. «Infiltration attacks» probe attack which receiving information
about the target system. «Botnet ARES» computer network consisting of a number of hosts with bots run-
ning that can provide remote shell, file upload/download, capturing screenshots and key logging.

Analysis of machine learning algorithms. One of the goals of this work was to choose the best ma-
chine learning algorithm and create expert rules for IDS based on it. To achieve the goal we need a machine
learning tool and evaluation measures.

A large number of excellent tools available today, such as RapidMiner, Apache Mahout, Cafee,
PyTorch and so on. The choice of a machine learning tool depends on the programming language, the possi-
bility of implementing program code, or the need to obtain graphical results. The machine learning tool
WEKA was used in this work. WEKA is tried and tested open source machine learning software [4]. The
software can be used through a graphical user interface, Java API or a standard terminal. WEKA is widely
used for research and industrial applications, contains built-in tools for machine learning tasks, and addition-
ally gives transparent access to well-known toolboxes such as scikit-learn, R, and Deeplearning4j. An excel-
lent choice for Python and Java programmers involved in research in the field of machine learning.

The metrics used to measure the effectiveness of the proposed methods are precision, recall and
Fmeasure. Precision is the fraction of relevant attacks among the retrieved attacks (1). Recall is the fraction
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of the total amount of relevant attacks that were actually retrieved (2). To determine the balance between
precision and recall there is metric combining two concepts. Fmeasure is the harmonic mean of precision
and recall (3).

Precision=TP /(TP + FP), (1
Recall =TP /(TP + FN), 2
Fmeasure = (2% Precisionx Recall) / (Precision + Recall) . 3

In this formula TP (truepositives) is the number of correctly defined attacks, FP (falsepositives) is the
number of incorrectly defined attacks, FN (falsenegatives) is the number of undefined attacks.

The dataset CICIDS was tested on various machine learning algorithms with the presentation of the
classification results in table 3. The calculations were made on the Intel Core i7-8700T processor, with 4
gigabytes of memory heap size.

Table 3 — CICIDS algorithm testing results

Algorithm Precision Recall Fmeasure
KNN 0.96 0.96 0.96
RF 0.98 0.97 0.97
D3 0.98 0.98 0.98
Adaboost 0.77 0.84 0.80
MLP 0.77 0.83 0.76
Naive-Bayes 0.88 0.84 0.86
QDA 0.97 0.88 0.92
J48 0.98 0.98 0.98

The presented classification outputs show that some algorithms cope poorly with the task and are not
suitable for further research. As a result of the evaluation of the effectiveness of the algorithms, which coped
with the task, the «j48 algorithm» was chosen [5]. As an example in figure 4, the output of the J48 algorithm
on the CICIDS dataset (day: Wednesday) is presented.

Time taken to build model: 992.18 seconds

=== Stratified cross-validation ===

=== Summary ===

Correctly Classified Instances 692325 99.9454 %
Incorrectly Classified Instances 378 ©.0546 %
Kappa statistic ©.9989

Mean absolute error ©.0003

Root mean squared error ©0.0132

Relative absolute error 0.1714 %

Root relative squared error 4.6527 %

Total Number of Instances 692703

=== Detailed Accuracy By Class ===

Precision Recall F-Measure Class
1,000 1,000 1,000 BENIGN
2,990 9,994 9,992 DoS slowloris
2,992 9,990 9,991 DoS Slowhttptest
2,999 1,000 1,000 DoS Hulk
9,995 9,995 9,995 DoS GoldenEye
2,833 9,909 9,870 Heartbleed
Weighted Avg. 9,999 9,999 9,999
=== Confusion Matrix ===
a b G d e 7 <-- classified as
439844 22 24 115 24 2. a = BENIGN
23 5763 10 1 : | o | b = DoS slowloris
17 34 5443 3 2 o | c = DoS Slowhttptest
26 (2] @ 231026 21 o | d = DoS Hulk
25 (2] 8 21 1239 o | e = DoS GoldenEye
1 o o o o 10 | f = Heartbleed

Figure 4 — J48 algorithm WEKA output for CICIDS (Wednesday)

This output of the program contains information about the operating time of the model used classifi-
cation methods and general information about the set. Also it compiled confusion matrix and calculated
averages, which greatly simplifies the task of data analysis
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Creation and implementation of expert rules. Rules created using the WEKA tool were saved as a
decision tree j48. In this work, software for creating expert rules was written in the python programming
language, consists of 200 lines of code. The program monitors «end nodes» and compiles a set of rules for
each of presented attacks (fig. 5).

|.& Python 3.7.2 Shell
File Edit Shell Debug Options Window Help

| |hctiveStd<=3883952

3OkcnepTtHOe mpasrmIo N2 26

| PacketLengthMean>5.875

BwdPacketl hStd>1496.08976
SwdPacketLengthStd<=1496,08376 BudPacketlengthStd>1496.08576

RULE R2E6—————————-

- |TotalLengthofBwdPackets<=11605

| ITotallengthofBwdPackets>11549: DoSHulk (154306.0)

|TotallengthofBwdPackets<=11605
TotallengthofBwdPackets>11549 ...

BwdPacketLengthStd>1496.08976

RULE B27-————————-

DoSHulk Attack!

| |1Id1eMax>63100000: DoSHulk (29.0)

Figure 5 — An example of creating an expert rule for a DoS attack

The figure 5 shows one of the rules for detecting DoS attacks. Thus, if standard deviation size of pack-
et in backward direction is more than 1496.08976 bytes and total size of packet in backward direction in the
interval from 11549 to 11605 bytes then the packet is attack (type DoSHulk). As a result of the work, it was
revealed that some attributes are more interest for a particular attack. For example, for GoldenEye attacks
(type of DoS attacks), the attributes «B. Packet Len Std»,» Flow IAT Min», «kFwd IAT Miny», «Flow IAT
Meany are more interesting than the others (for a detailed description of the attributes see [8]).

Then the extracted expert rules are drawn up according to the syntax of the Snort rules language and writ-
ten to the Snortrules file. Snort runs in network IDS mode and accesses the rules file, as specified in
snort.config. The implemented IDS shows effective indicators of correctly classified information, over 98 %.

Moreover, this system allows detecting new attacks that are not represented in signatures, since the
obtained rules are drawn up on the identified patterns [4]. Thus, any modified old attack is detected.

Conclusion. In this research paper, the results of a comparative analysis of 15 datasets for IDS are ob-
tained. Based on the analysis one best dataset CICIDS was selected. Duplicated information is removed
from the dataset, such as «Fwd Packet Header». Extra spaces and other input errors are also removed. Then,
using the implemented software, the data set is reformatted into a format compatible with the tool WEKA.
Next, the implementations of 8 machine learning algorithms are presented. As a result of the evaluation of
the effectiveness of the algorithms, the j48 algorithm was chosen. In this work, software for creating expert
rules was written. Further, based on the results of classification of the j48 algorithm, expert rules were creat-
ed that were able to respond to network intrusions.

In the work reproduced IDS with embedded expert rules. All expert rules are implemented in the Snort
rules language. Snort runs in network IDS mode and accesses the rules file, as specified in snort.config. The
proposed system provides effective detection rates (over 98 %)

In the future, the task will increase the detection and implementation of an artificial immune system for
comparative analysis.
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